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Abstract

Research in the fields of postharvest technology and food and nutrition are rapidly ad-
vancing with sensory experiments playing a major role in assessing consumer preference.
Understanding various design and analysis approaches for conducting sensory experiments
is crucial for obtaining meaningful results. This article provides a comprehensive review
on evaluation methods, such as discrimination, affective, descriptive and quality tests; ex-
perimental designs, such as Completely Randomised Design, Randomised Complete Block
Design, Balanced Incomplete Block Design, Factorial experiments, Williams Latin Square
Design, and Response Surface Methodology (Central Composite Design, Box Behnken
Design, Plackett-Burman Design), analysis techniques such as T-test, Analysis of Vari-
ance, Principal Component Analysis, and other non-parametric tests, along with different
software packages used in sensory researches. It highlights the importance of selecting
appropriate design and analysis methods based on study objectives and data characteris-
tics with practical examples.
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1. Introduction

Every step taken towards reduction in postharvest loss has a direct relation to nutritional
and sensory quality (Ziv and Fallik 2021). Sensory quality plays an important role in con-
sumer acceptance of a product or produce. Sensory evaluation is an information-gathering
process and a multidisciplinary science, including food science, psychology, statistics, and
home economics, which measures, analyses, and interprets humans’ behavioural responses to
different products based on the five senses of sight, hearing, taste, smell, and touch. This
helps in understanding consumer preferences (Sharif and Ahmed 2017; Stone et al. 2020; Yu
et al. 2018). Sensory experiments are controlled scientific studies conducted to understand
sensory preferences by human panels. This article covers the different experimental designs,
analysis methods, and software packages used in sensory studies, whose understanding helps
in conducting proper sensory analysis.

In order to conduct a sensory experiment, an objective should be formulated. Depending
on the objectives there are different methods for sensory evaluation such as affective test,
discrimination test, descriptive test and quality test. Different situations in which the tests
can be adopted has been shown below in Table 1.

Test

What can be
studied

Measures that can be used

Affective tests

Discrimination
test

Descriptive
tests

Quality tests

Subjective
attitudes, such as
product
acceptance and
preference
Whether samples
are detectably
different from one
another

Sensory
properties of
products:
perceived
intensity of those
properties
(Lawless and
Heymann 2010)

product’s
proximity to a
standard

nine-point hedonic scale (Moskowitz and Sidel
1971)

Duo-Trio and Triangular method (Bi 2015)

Quantitative Descriptive Analysis (QDA):
attributes are quantified using numerical scales
Sensory profiling: textural or flavour
characteristics are described using words or
intensity scales (Lawless and Heymann 2010;
Risvik et al. 1994) Free Choice Profiling
(FCP): panelists can use their own words or use
predefined words, but they have to use their words
consistently throughout the experiment (Punter
2018)

Projective maps: panelists would arrange products
on a paper based on the products’ similarities or
dissimilarities (Risvik et al. 1994)

Table 1: Situations where different tests are used
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Since human panels are involved, there are chances of occurrence of several errors. Designing
of experiments is important for the proper conduct of these tests. It is a critically important
tool for improving the product realisation process. Design provides structure and ease for
carrying out experiments and provides useful outcomes (Montgomery 2017; Ruiz-Capillas and
Herrero 2021; Ruiz-Capillas et al. 2021). The use of the right statistical design and analysis
procedure is very much essential for proper product development. A comprehensive review
of the existing designs and their applications, various tests that can be adopted, as well as
different software available for various tests, has been done in this paper. This will be useful
for researchers working in the area of sensory experiments with less statistical background.

2. Designs And Approaches in Sensory Experiments

In design of experiments, the objects of comparison such as the combination of ingredients or
the conditions suitable for the development of a particular product, are termed as Treatments.
Experimental units are the subjects or objects on which treatments are applied. In case of
sensory experiments, the evaluators or the samples used for the sensory evaluation can be
the experimental unit depending on the objective. Evaluators can also be called as panelists.
The outcomes observed as a result of the treatment is termed as responses. Responses are
also known as the dependent factors, since it is dependent on the independent factors, whose
influence on a response variable is being studied in the experiment. For example, consider
the study on the effect of poppy, sucrose, and citric acid on the taste, smell, colour, and
general acceptance of a Turkish sherbet, as carried out by Aydogdu et al. (2023), where
poppy, sucrose, and citric acid levels were the independent variables. The taste, smell, colour,
and general acceptance were the dependent variables.

While designing an experiment, three basic principles are to be followed, viz. randomiza-
tion, replication, and local control (blocking). Randomization ensures equal chances for each
experimental unit to receive each treatment. Replication is the repetition of treatments to
obtain more accurate results. In sensory experiments, blocks could be panelists or sessions
(Das and Giri 1986; Gacula 2008; Jankovic et al. 2021; Lawless and Heymann 2010; Mont-
gomery 2017). The number of panelists is decided based on the extent of training. If the
panelists are trained, only five to ten panelists would be required; 25 panelists are needed if
they are semi-trained, and at least 100 panelists are required if they are untrained. Different
designs are available, and one can choose their design based on the objective of the experiment
(of Indian Standards et al. 1971). Through this paper, we intend to discuss various designs
for sensory experiments and product formulation, as well as different analysis procedures to
be adopted on the data generated.

2.1. Paired comparison design

If the objective of the experiment is to identify the effect of flavouring on liking, or to identify
a preferred product between two products, paired comparison designs are used. Here, the
panelists are provided with two samples, and since the evaluation is being done by the same
panelists, the scores will be correlated (Gacula 2008). The null hypothesis would be that the
two samples have the same effect. The objective is to select the better formulation.
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2.2. Group comparison design

For the comparison of two formulations based on a standard, group comparison designs are
used. There must only be a small variation in scores among panelists and fairly homogeneous
experimental units for the design to give better results (Gacula 2008). The null hypothesis
would be that both of the formulations are similar to the standard. The objective is to identify
the one which is more similar to the standard in terms of liking.

2.3. Completely Randomised Design (CRD)

When the comparison is among more than two formulations or combinations or characteristics,
such as the effects of flavouring on liking, Completely Randomised Designs (CRD) are used.
In CRD, treatments can be equally or unequally replicated and the experimental units are
expected to be homogenous. The total number of samples would be the number of treatments
x replication, and each sample would be given to the panelists (Lawless and Heymann 2010).
More and Chavan (2019) had three treatments, five replications, and the total number of
samples were 15. Five trained panelists evaluated all of the samples to analyse the effect of
red pumpkin powder on burfi (sweet dish). The levels of red pumpkin powder were varied as 15
percent, 17 percent, and 19 percent, keeping condensed milk solids and sugar levels constant.
Usually, in CRD, sensory fatigue occurs in panelists when samples are tasted continuously. To
avoid that, Monadic designs are often associated with CRD. In monadic designs, panelists are
divided into groups, and each group is given one treatment. In sequential monadic designs,
each panellist is given all the treatments but not the replications. Monadic designs are
better when the number of panelists is large (Lawless and Heymann 2010). Fatoretto et al.
(2018) conducted a sequential monadic experiment and gave two samples each of dehydrated
Italian and grape tomatoes to each panellist. A total of 100 samples were made for 50
panelists. Other experiments that employed CRD include (Baclayon et al. 2020; Suryani and
Norhasanah 2016).

2.4. Randomised Complete Block Design (RCBD)

For the same objective of comparison among more than two formulations, but with blocking,
Randomised Complete Block Design (RCBD) can be used. Blocks could be panelists or
sessions. In RCBD, every treatment must be equally replicated. In sensory experiments,
with panellist as a block, all the treatments will be given in a randomised order to a panellist
and then, after a small break, all treatments are given again in some other order. The number
of times this process is repeated will be the number of replications. Similarly, the treatments
are given to all the other blocks (Silva et al. 2014). If session is a block, each panellist will be
attending each session and testing each of the samples. Sessions could be divided into periods
such that each treatment appears only once in each session. The total number of sessions will
be the number of replications of each treatment (Chambers et al. 1981).

2.5. Balanced Incomplete Block Design (BIBD)

When the number of treatments to be evaluated becomes larger, Balanced Incomplete Block
Design (BIBD) is used. A BIBD is an arrangement of v treatments in b blocks such that there
will be k(<v) treatments in each block, each treatment will be repeated r times and every
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pair of treatments will be appearing together in (lambda) blocks. Here, any two blocks will
have the same number of treatments, but the combinations can differ. These combinations
should be arranged in such a manner that any two pairs occur the same number of times as
any other pair. For example, Silva et al. (2014) employed BIBD to compare five grape juices
made from different pulp concentrations for six attributes such as violet colour, grape aroma,
sweetness, sourness, grape flavour, and mouthfeel. In a block, only three treatments (juices
of different pulp concentrations) were taken, and there were ten blocks (sessions). Similarly,
Hinneh et al. (2020) employed BIBD for sensory profiling of chocolate in their experiment.
Ten attributes; cocoa, acidity, astringency, bitterness, nuttiness, woodiness, floral, fresh fruit,
browned fruit and spiciness were tested. The basic design had 16 chocolates (treatments) and
16 sessions, and in each session six chocolates were test. In BIBD, the number of sessions
should at least equal the number of treatments.

2.6. Resolvable multisession sensory design

Saurav et al. (2017) developed this design specifically, to avoid carryover effect and reduce
sensory fatigue. If there are v products to be tested, and ‘v’ is a prime number or prime power
this design can be used. Here the number of panelists will also be ‘v’. ‘v’ can be denoted
as v= 4t+1, 6t+1, or 4t+3, where ‘t’ is the number of sessions. Sessions are divided into
periods such that total number of periods should be v-1 and each period should contain all
the products. Order of products in each period is randomised such that a panellist should not
be testing a single product more than once. After v-1 periods, each panellist will be testing
v-1 products. This design is resolvable since in all the sessions each treatment is repeated the
same number of times.

2.7. Latin Square Design (LSD)

Wakeling and MacFie (1995) detailed the use of Latin squares (Williams 1949) in sensory
experiments. They specified the number of consumers needed for testing a given number of
products. The all-possible-combination approach and designs based on Mutually Orthogonal
Latin Squares (MOLS) were also discussed. Rodrigues et al. (2017) employed a special type
of Latin square, known as the Sudoku design, in their experiment. The experiment tested 16
treatments (15 different samples and one repeat sample). A series of eight Sudoku designs
were used four randomized independently and four others in the reverse order giving a 16
X 16 design. Sixteen panelists were assigned to test the 16 samples in random orders. The
experiment had eight replications with different panelists, resulting in a total of 128 panelists.
Here, the experimental unit was a particular order of 16 samples. Saurav et al. (2017) detailed
the applications of Williams Latin Square Design (LSD), which is popular in sensory trials
due to the minimization of carryover effects. As in CRD, samples can also be presented
monadically within Williams LSD (Depetris Chauvin et al. 2024; Nandorfy et al. 2023).

2.8. Factorial experiments

When different levels of different factors are studied, factorial experiments are used. In
full factorial experiments, in each replication, all possible combinations of all factors are
investigated. If there are k factors with n levels, the total number of trials will be n* (Das
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and Giri 1986). Arpi and Others (2023) conducted a 2x3 factorial experiment in CRD, where
one factor (concentration of cascara extract) was at two levels (20% and 25%) and the other
factor (concentration of lemon extract) was at three levels (0%, 3%, and 5%). Six treatment
combinations were there with three replications each. A total of 18 samples were made, and
each panellist tested all these samples. Full factorial experiments result in higher costs as the
number of factors and levels increases (Jankovic et al. 2021).

2.9. Response Surface Methodology (RSM)

RSM is a collection of statistical and mathematical techniques used for developing new prod-
ucts, improving existing products, and optimising production processes. Optimisation tech-
niques are used for the estimation of interactions among the independent variables and their
quadratic effects on response variables. Optimisation experiments could be mixture experi-
ments or non-mixture experiments, based on the independent and response variables. In a
mixture experiment, the response variable is dependent on the proportions of the independent
variables. When the level of one of the ingredients changes, the levels of the others will also
change accordingly so that the total proportion equals 1. In non-mixture experiments, chang-
ing the level of one of the ingredients does not affect the levels of the others (Gacula 2008).
Most practical applications of RSM involve more than one response (Myers et al. 2016).

2.10. Response surface designs

Factor-response relationship is known as the response surface. To obtain optimum results,
the treatment combinations should be carefully chosen. Designs used for statistical modelling
of the optimisation of a product or process are called response surface designs. The com-
monly used designs are Central Composite Design (CCD), Box—Behnken Design (BBD), and
Plackett—Burman Design (PBD) (Gacula 2008).

Plackett-Burman Design

This design is popular as it allows the screening of main factors from a large number of
variables that can be retained in the further optimisation process (Siala et al. 2012). It allows
two levels for each control variable, similar to a two-level factorial model, and requires a much
smaller number of experimental runs, making it more economical (Khuri and Mukhopadhyay
2010). Boateng and Yang (2021), in their experiment, used PBD for screening important
factors affecting infrared drying.

Central Composite Design

CCD has an embedded factorial design and is preferred over 3¥ factorial to model a quadratic
relationship because it requires fewer assays to achieve better modelling. Along with the
experimental points of the factorial design, CCD considers additional points known as star
points or axial points and centre points. However, a CCD includes extreme points, which
is not advisable for special processes such as extraction of a compound sensitive to high
temperature and pressure (Gacula 2008; Myers et al. 2016). The total number of trials for
the design is F + 2v + n., where F is the number of factorial points, v is the number of
factors, and n. is the number of centre points. In their study, Nahemiah (2016) considered
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three factors at two levels, and axial and centre points were included to obtain values at
five levels. The number of factorial points was 8, and one centre point was used; hence, the
1

number of trials was 8 + 6 + 1 = 15. In this case, the axial level, « = (2"71)" = 1.68; where
n is 3, the number of factors considered in the experiment. The axial point is calculated as:
Centre + [ax (High level — Low level) / 2]. In their study, the centre point was replicated
five times, and all other runs were replicated twice. Van Linh et al. (2019) presented a 22
factorial CCD design with 13 runs, while Anisa et al. (2017) demonstrated a face-centred
CCD design.

Box Behnken Design

In Box—Behnken Design (BBD), only three levels are needed for each factor. It considers face
points rather than axial points, as in CCD. The number of design points increases with the
number of factors; hence, the number of factors for product formulation is usually limited to
four when this design is used (Gacula 2008). Applying this design is popular in food processes
due to its economical nature (Yolmeh and Jafari 2017). The number of trials for BBD is given
by the formula N = 2v(v — 1) + n_, where v is the number of factors and n. is the number of
centre points. In their study, Li et al. (2024) developed a three level three factor design, with
N= 2*3(3-1) + n. = 12+n_ , to improve the tensile properties, colour, and sensory quality of
bran-yogurt stewing noodles. Design Expert software was used to generate the design. Here
the centre point was replicated five times, resulting in a total of 17 trials.

3. Analysis of Sensory Data

The common techniques used in the analysis of sensory data are discussed below. The selec-
tion of an analysis method depends on the type of data generated and the objective of the
study. In CRD, RCBD, BIBD, Williams LSD, and resolvable multisession sensory designs,
the experiment should generate numerical data (interval or ratio scale) (Bower 2013). In com-
parison designs, the data generated can be numerical (scores) or ordinal (data from different
scales). Yu et al. (2018) comprehensively reviewed the application of regression analysis in
sensory data. Some other common analyses followed are discussed in this paper.

3.1. Paired t test

For paired and group comparison design, for significance testing, a t test can be used for
analysis of the data obtained. Most preferred t test is a paired t test. It is used in situations
where each panelists evaluate both the product. Let X;; be the response for first formulation
by i*! panellist and X,; be the response for the second formulation by the same panellist, X;
— Xq; = d;. d; is the observed difference. It is assumed that d is distributed normally with

mean d and variance 2, Test statistic is:

d

tin—1) = N (1)

Where, sd = 4/ Lioy(dimd)? Since the null hypothesis is Hy: 1; = ny; p =1, - py =0. plis the

n—1
mean score of first product and 1, is the mean score of second product.If the t-value is greater
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than the critical value from the t-distribution table, the difference is considered significant
(Gacula 2008). Other variations of t-tests include the single-sample test, where a product is
evaluated by panelists based on a control, and the independent t-test, where two products
are evaluated by two different groups of panelists (Lawless and Heymann 2010). Rao et al.
(2024), in their comparative study on guava juices, used a t-test.

3.2. Mann-Whitney U test

When the data generated are scores or ranks (ordinal data), instead of t test, its non-
parametric counterpart, Mann-Whitney U test is used. Consider two samples a and b with
n, and n, number of scores. The scores would then be combined and ranked. Then the rank
scores will be divided by groups to find T, and T}, sums of rank scores of a and b respectively.

1
%:%_%%f) (2)

n,(n, + 1
Ub:Tbb<;) (3)

U is the minimum of U, and U,. If the value is greater than the critical value from the
Mann—-Whitney table, there is a significant difference (MacFarland and Yates 2016).

3.3. Chi square test

Chi-square tests are used in the case of difference tests or discrimination tests (Nominal data)
(Boggs and Hanson 1949).

a—r 2
X = i(a _’g (4)

where Oy; and E;; are the observed and expected frequencies respectively.

3.4. Analysis of Variance (ANOVA)

For designs with more than two treatments, and the data generated are normally distributed,
ANOVA (Analysis of Variance) can be conducted. A normality test is recommended before
proceeding with ANOVA. In ANOVA the total variation in the observed data is partitioned
into different sources. Number of sources in ANOVA is dependent on the designs used. For
example, in CRD the source of variation is from treatments, so one-way ANOVA is performed.
And if RCBD is used, two-way ANOVA is performed where block effect is also accounted for.
From ANOVA, F ratio statistic is obtained and if found significant, indicates that at least
one treatment mean is significantly different from one or more treatments in the experiment.
To identify the treatments that are similar, pairwise comparisons can be carried out using
multiple comparison procedures. Least Significant Difference (LSD) test, Tukey’s test, and
Duncan’s Multiple Range Test (DMRT) are some of the common multiple comparison tests
used (Gacula 2013; Agbangba et al. 2024).
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Least Significant Difference

LSD allows for a direct comparison of two means from two different groups by calculating the
smallest significance as if a test had been run on those two means. Any difference between
the means greater than the LSD is considered statistically significant. If t is the critical value
from the -distribution table, MSE is the mean square error obtained from the results of the
ANOVA test, and n; and n; are the number of scores used to calculate the means:

1 1
LSD — t(a/Q,df) X \/MSE X ( + ) (5)

(O

1 and 1 are the mean scores of the two groups. d; =y - pj], will be calculated and when
d;;> LSD, significance will be declared (Gacula 2013).

Duncan’s Multiple Range Test (DMRT)

It is more useful than LSD when there are more number of pairs to be compared.

11
T = qiay2,a,5) % \/MSE X ( + ) (©)

T is the lowest significant difference, q is the critical value from the q distribution table, n; and
n; are the number of scores used to calculate the means, 1 is the range, or the number of means
being compared, df is the error degrees of freedom and MSE is the mean square error obtained
from the results of the ANOVA test. Here the sample mean will be arranged in ascending
order to find the degrees of separation and T values will be calculated. If difference of mean
pairs is greater than T, significant difference will be declared. As the range r increases, the
critical value q and, consequently, the T value also increase. This means that, comparisons
between means that are farther apart require a larger difference to be considered significant.
Therefore, the values of T in DMRT differ for each range, with smaller T values for adjacent
means and larger ones for more widely separated means, making the test stepwise and more
precise in identifying significant differences among treatments(Gacula 2013).

Tukey’s test

Tukey’s test is designed for equal variance and group size. The critical difference to be
exceeded is called the Honestly Significant Difference (HSD). If ; and p; are the means to be
compared and n is the number of scores used for calculating mean

(Ni_ﬂj)
VMSE/n

If 1; - 1> HSD, there is significant difference (Gacula 2013).

HSD = (7)

LSD is a sensitive procedure; however, it does not regulate the overall (experiment-wise)
error rate. When applied to multiple pairwise comparisons, it can substantially increase the
likelihood of Type I errors. In contrast, Tukey’s HSD and DMRT provides stronger protection
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against false positives and is therefore typically a more reliable option for comparing several
means (Montgomery 2017).

3.5. Kruskal-Wallis H test

It is the nonparametric counterpart of one-way ANOVA. Consider a, b, .., n groups, with
n,, 1 ,.., n, scores, for Kruskal-Wallis test, the scores are combined and ranked, and the
rank scores are summed by group to obtain T;, T,, .., T,. Let T, denote the rank sum of
each sample, n, denote the number of scores for each sample and N is the total number of
participants. If the H value is greater than the chi-square table value, there is a significant
difference between at least one treatment pair (Kruskal and Wallis 1952).

H:[%ZZ‘:}—%NH) (8)

Dunn’s test can be performed as the post hoc test if the test is found significant.

3.6. Friedman’s test

It is the nonparametric counterpart of two-way ANOVA, where sessions or panelists could be
considered as blocks. Pereira et al. (2015) reviewed Siegel and Castellan (1988), describing
the test statistic and post hoc analysis. The data are represented with n rows and k columns.
The rows represent the blocks, and the columns represent the treatments. R . is the sum of
ranks for treatment k over n blocks.

T = {nK&QH) > R?k] —3n(K +1) (9)

Wilcoxon test, Wilcoxon-Nemenyi-McDonald-Thompson test, sign test, or Dunn’s test can
be considered for post hoc analysis.

3.7. Principal Component Analysis (PCA)

PCA is mostly used in Quantitative Descriptive Analysis (QDA) and for analysing projective
maps (Valentin et al. 2012) with seven or more samples. Attributes are often removed from
the analysis if they appear in lower quantities or occur fewer times (Civille and Oftedal 2012).
In QDA, data can be averaged across panelists or used in raw form. Averaging simplifies the
data but masks individual differences (Nees et al. 2021). A product (columns) x attribute
(rows) matrix is reduced to a smaller number of independent components or factors without
sacrificing the information contained in the larger dataset. Each of the original attributes
is then projected onto the resulting components to interpret them. The cosine of the angle
between the attribute vector and each component gives the correlation between them, and
the length of the vector is proportional to the variance (Greenhoff and MacFie 1994).

3.8. Multiple Factor Analysis (MFA)
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Multiple Factor Analysis (MFA) is a multivariate method used when the same set of individ-
uals is described by several groups of variables. By balancing each group’s contribution, MFA
creates a unified space that allows joint interpretation of all data blocks. In sensory science,
it is particularly useful when products are evaluated by multiple panels or when sensory and
physicochemical measurements are combined. MFA helps identify product similarities, assess
agreement between groups, and determine how different variable sets contribute to product
discrimination (Pages and Husson 2014).

3.9. Thurstonian models

Since the discrimination tests like triangle tests, duo-trio tests etc results in binary data,
Thurstonian models are used for the analysis, where the binary data are transformed to rel-
ative sensory differences (Christensen and Brockhoff 2009). It measures how well individuals
can distinguish between two similar stimuli based on their internal sensory responses. It
produces a value called d (d-prime), d quantifies the separation between the two internal
response distributions in standard deviation units. Higher values of d , reflects better dis-
crimination (Lee and O’Mahony 2004). Bi and Kuesten (2024) modelled the duo trio test
and its variants, deriving Thurstonian psychometric functions, comparing statistical power
across formats, and providing R code for computing d and its variance to improve precision
in sensory test sensitivity assessment.

3.10. General Procrustean Analysis (GPA)

In Free Choice Profiling, each panellist is using their own words, hence the data cannot
be averaged. Instead, an individual matrix is created for each panellist to compute an n-
dimensional product space, and these product spaces are then averaged to form a consensus
configuration. Procrustes ANOVA (PANOVA) is conducted before applying transformations.
Three transformations-rotation, translation, and isotropic scaling-are then performed to align

the individual configurations, minimizing differences and generating the final consensus space
(Bower 2013).

3.11. Linear Mixed Effects Model

Mixed-effects models are widely applied in sensory and consumer research because they incor-
porate both fixed sources of variation, such as products, and random sources, such as assessors.
Their ability to account for repeated measurements, assessor variability, and assessor—product
interactions enables more reliable estimation of product differences. In sensory profiling,
product effects are typically treated as fixed, whereas assessors and their interactions with
products are modeled as random to permit generalization beyond the specific panel (Lawless
and Heymann 2010). Compared with traditional ANOVA, mixed-effects models also handle
unbalanced data and missing observations more effectively. Recent advances, including au-
tomated model-selection tools proposed by (Kuznetsova et al. 2015) have further improved
their practical application. Overall, these developments demonstrate the strong suitability of
mixed-effects models for analyzing sensory responses under realistic experimental conditions.

3.12. Ordinal Logistic Regression

11
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The ordinal logistic regression or proportional odds model (POM), is used to analyze ordered
categorical responses without assuming equal spacing between categories. It models the cu-
mulative probability of a response being at or below each category under the assumption that
predictor effects on the log-odds are constant across thresholds, known as the proportional
odds assumption (Agresti 2010). This makes POM appropriate for sensory and consumer
research that commonly employs ordinal rating scales. For example, (Fatoretto et al. 2018)
applied POM to evaluate dehydrated tomato samples and demonstrated that processing treat-
ments significantly increased the likelihood of higher sensory ratings. By retaining the ordinal
nature of sensory scores, the POM provides a robust framework for assessing product differ-
ences in ordered sensory datasets.

3.13. RSM Analysis

The mathematical model for first order and second order response surface are given below.
First order response surface:

y =By + Bizy + Boxy + € (10)

where x,,x, are the design variables, |, , are the regression coefficients. Second order response

surface: . .
y:6O+Zﬁixi+25ia}?—I—ZZﬁljazifL’j—{—s (11)
i=1 i=1

i<j 1<j

where x;, x; are the design variables, , ;, ;; are the regression coefficients, x,? is the quadratic
effect and x;, x; are the interaction effect and is the error associated (Myers et al. 2016).
Second order response surface models are more suited for sensory experiments since it can
represent more complex relationships (Nwabueze 2010). Response surface plots are the visu-
alisation of the effects of variables on the response. This could be two-dimensional contour
maps or three-dimensional maps, providing an accurate geometric depiction. Plots are made
by fitting regression model by keeping non-significant (P > 0.05) variable constant and vary-
ing other variables. Optimal conditions are found out by superimposing the response surfaces
(Annor et al. 2009; Nwabueze 2010; Myers et al. 2016). Both three dimensional and contour
maps are observed together for better understanding. Since the minimum or maximum point
is at the centre of the design space, the contour plots will show a circle or ellipse at the centre.
When the target point is neither maximum nor minimum point (saddle point), the contour
plots show parabolic or hyperbolic contours (Myers et al. 2016). The interaction among the
input variables and parameters is called a design space (Bastogne 2017). Designs, analysis
and software or packages used in different studies are summarised in Table 2.
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Software /
Data Packages
Authors Design Method Collection used Analysis
Depetris Chau- Williams Liking, 7 point R - Regression
vin et al. LSD description hedonic scale FactoMineR  analysis,
(2024) Correspon-
dence
analysis,
Multidimen-
sional
analysis
Hasanah and CRD Liking 1-5 scaling SPSS ANOVA -
Musi (2024) DMRT
Putra et al. Factorial Hedonic Minitab ANOVA
(2024) RCBD scaling
Gao et al. Ranking XLSTAT GPA, Partial
(2024) descriptive Least Square
analysis Regression
Yadav et al. CCD Optimisation Measurements Design RSM
(2024) and scores Expert
Yunindanova Free choice Line scale XLSTAT GPA
et al. (2024) profiling
Yang et al. Williams Liking 9 point SAS ANOVA
(2024) LSD hedonic scale
Hong et al. Sequential Liking, 9 point Statal? Paired t test
(2023) monadic familiarity hedonic
Arpi and Factorial Liking 5 point ANOVA,
Others CRD hedonic scale DMRT
(2023)
Rao et al. Monadic QDA 0-10 Microsoft T test
(2024) scale Office
Aydogdu CRD- Optimisation 9 point SPSS ANOVA,
et al. (2023)  sensory / hedonic RSM
CCD- scaling
optimisation
Nandorfy Williams QDA Attributes— Compusense, ANOVA
et al. (2023) LSD words R
Bokié et al. Descriptive 10 mm scale  XLSTAT Arithmetic
(2022) anchored mean,
with words Tukey’s
HSD, PCA
Koh et al. Factorial Ranking, Rank: 1-3; 7 SPSS Friedman’s
(2022) experiment — hedonic tests  point test, LSD
product / hedonic scale
BIBD —

evaluation
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Software /
Data Packages
Authors Design Method Collection used Analysis
Mongi and RCBD Descriptive 9 point R, Latentix Conjoint
Gomezulu testing, hedonic scale software analysis,
(2022) Affective PCA, PLSR
testing
Varela et al.  Williams QDA Compusense, PCA, PLSR,
(2021) Latin Square XLSTAT, MFA
SensoMineR, (Multiple
FactoMineR  Factor
Analysis,
Napping)
Oduro et al.  BIBD Relative 9 point scale  XLSTAT ANOVA,
(2021) preference GPA
mapping, T
map, liking
Khemacheevakul Liking 9 point R, tempR ANOVA
et al. (2021) hedonic
Hussein 10 point SAS ANOVA,
et al. (2021) hedonic LSD
scaling
Orden et al. RCBD Sensory Projective SensoGraph, MFA,
(2019) profiling mapping C# Confidence
ellipses,
Gabriel’s
Graph
Batali et al. Williams Descriptive 15 cm line RedJade, R,  Conversion
(2020) Latin Square analysis scaling FactoMineR  of 15 point
to 100,
3-factor
2-way
interaction
ANOVA,
PCA,
Correlation
Hinneh et al. BIBD Descriptive 0-10 rating Minitab PCA, PLS
(2020) ordinal scale
Baclayon CRD Descriptive 9 point Microsoft ANOVA
et al. (2020) hedonic Excel
scale,
descriptive
scoring
Semjon et al. Liking 5 point scale R MFA

(2020)
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Software /

Data Packages
Authors Design Method Collection used Analysis
More and CRD Descriptive 9 point ANOVA
Chavan hedonic scale
(2019)
Michell et al. Descriptive 9 point XLSTAT ANOVA,
(2020) hedonic scale PCA
Ser (2019) 9 point XLSTAT GPA

hedonic scale
Chan et al. BBD Optimisation Measurements, Minitab RSM
(2019) score
Rytz et al. Fractional Descriptive 0-10 coded R ANOVA,
(2017) Factorial analysis scale LSD

Design

Nahemiah CCD Optimisation Measurements, Minitab, RSM
(2016) sensory MATLAB

scores
Suryani and ~ CRD Liking 4 point ANOVA
Norhasanah hedonic
(2016) scaling
Symoneaux CCD Optimisation Measurements, Statgraphics RSM
et al. (2015) score Centurion

XVI

Van Linh CCD Optimisation Measurements, RSM
et al. (2019) score
Song et al. BBD Optimisation Measurements, Minitab RSM
(2021) score

Table 2: Design, analysis and software used

15
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4. Conclusion

Designs are adopted based on the objective of the sensory experiments. If the objective is
comparison between two products, paired comparison or group comparison designs could be
used. If there are more than two combinations of ingredients and one has to choose the
best combination, CRD or RCBD could be used. When the number of treatments is larger,
BIBD can be used. When different factors are varied in different levels to make various
combinations, factorial experiments are conducted. Response surface designs are used for
product optimisation. Response surface graphs helps in understanding the effects of variables
on responses much easily. For pairwise and groupwise comparison designs, a t test or Mann
Whitney U test can be performed for analysis. For designs with more than two treatments
ANOVA or Kruskal Wallis test can be used. For analysis of nominal data chi square test or
Thurstonian models are used.
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